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ABSTRACT
The increasing disparity between processor core counts and mem-
ory bandwidth, coupled with the rising cost and underutilization
of memory, introduces a performance and cost Memory Wall and
presents a significant challenge to the scalability of database sys-
tems. We argue that current processor-centric designs are unsus-
tainable, and we advocate for a shift towards memory-centric com-
puting, where disaggregated memory pools enable cost-effective
scaling and robust performance. Database systems are uniquely
positioned to leverage memory-centric systems because of their
intrinsic data-centric nature. We demonstrate how memory-centric
database operations can be realized with current hardware, paving
the way for more efficient and scalable data management in the
cloud.

1 INTRODUCTION
Databases have always been memory- and data-movement con-
scious, but the systems supporting them are or have been organized
in a processor-centric way. In other words, most infrastructures
running databases treat compute power as a first-class citizen and
assume an even technology scaling between compute and memory
metrics, such as FLOPs, bandwidth, and capacity. This processor-
first design view is not exclusive to database infrastructure; in the
cloud, resources are organized/sold around vCPUs, namely, each
vCPU comes with a fixed amount of memory.

Current technological and economic trends suggest that scaling
systems with a processor-centric design may become unsustainable
in the future. Three key observations lead to this conclusion. First,
the memory-bandwidth-per-core is not keeping up with demand.
Core counts per CPU are increasing, cores continue to get per-
formance improvements with every generation but the memory
bandwidth is not increasing at the same rate (Figure 1, shows the
memory-bandwidth-per-core across AMD EPYC CPU generations).
Thus, this leads to underutilized chips for memory-bound jobs. Us-
ing more machines will be required to increase aggregate memory
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Figure 1: Theoretical maximummemory bandwidth per core
for the current and past generations of AMD EPYC CPUs.
Turin, the latest generation of AMD EPYC, has the lowest
memory-bandwidth per core.1

bandwidth. Second, memory is already the dominant part of the
server cost and will continue to grow as the cost per byte plateaus
(see Figures 2 & 3). Third, cloud vendors report that a significant
portion of the memory in their datacenters is stranded/unused [18].
The result is that memory is the most expensive resource, and we
are not using it efficiently.

We argue that these trends introduce a performance and cost
Memory Wall. A promising direction to achieve a well-balanced
system is to shift from a processor-centric to a memory-centric
design. Memory-centric computing aims to reduce the cost
of memory in cloud systems by enabling efficient memory
sharing. A memory-centric system treats memory itself as
the dominant cost and compute power as commodity. In a
memory-centric system, memory is disaggregated, data is logically
dissociated from processors, and different processing units (not just
CPUs) can share memory and data via a pool (accessible over the
network).

The goal of a memory-centric system is to scale memory capacity
and bandwidth in a cost-efficient way for distributed query process-
ing. Amemory pool allows scaling ofmemory capacitywhile adding
more compute nodes (with modest local DRAM) scales memory
bandwidth. The cost savings are achieved by reducing the overall

1For each generation we use the CPU with the max number of cores.
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Figure 2: Cost of compute (cost/GFlops), memory, and stor-
age (cost/TB) over time. DRAM price per byte has remained
virtually constant since 2010 [1, 3].

memory required and memory waste. Interestingly, memory pools
have additional benefits for distributed query processing. They can
make performance more robust (for example, in the presence of data
skew) and potentially make programming easier (depending on the
memory pool implementation). For example, a CXL2 shared mem-
ory makes the programming abstraction for a memory pool simple.
Instances of memory-centric computing have been proposed in the
past [12, 18, 21, 29].

Databases, compared to general-purpose applications, are uniquely
positioned to take advantage of memory pooling for distributed
query processing [16]. Databases already manage memory and data
movement and use efficient out-of-core algorithms. Therefore, the
design shift required to implement a memory-centric database is
not disruptive. Section 3 gives examples of memory-centric data-
base operations implemented with existing hardware technologies.
Note that, even in a memory-centric design, being memory and
cache-conscious inside each compute node remains important.

This paper presents the technological trends that introduce a
new bandwidth and cost Memory Wall and makes the case that we
need to shift from a processor-centric to a memory-centric system
design. We further discuss how to design memory-centric database
systems and the cost, robustness, and potential programmability
benefits.

2 TECHNOLOGICAL TRENDS
The slowing of Moore’s Law has forced chip manufacturers to turn
to increasing the number of cores to improve performance. While
chiplets have allowed AMD to increase the number of cores, in-
creasing the memory-bandwidth-per-core is not as easy. Adding
an equivalently increasing number of memory channels that run at
a sufficient speed to supply cores with data is challenging3. There-
fore, as the number of cores per chip increases, and each core’s

2https://computeexpresslink.org/
3Turing, the latest generation of AMD EPYC CPUs can reach up to 192 cores/CPU and
at the same time has the lowest memory-bandwidth-per-core out of all AMD EPYC
CPU generations (Figure 1)

performance improves, the memory bandwidth ratio to core perfor-
mance does not keep up.Microprocessors will likely become
memory-bound for many applications.

Domain Specific Architectures (DSAs) are the only remaining
opportunity for significant gains in processor performance. DSAs
follow Amdahl’s Law: performance improvement is limited by the
fraction of the time the DSA is used. Given the high expense of
developing new hardware, the domains that merit DSAs are limited.
One example is Deep Neural Networks (DNNs), where GPUs and
in-house alternatives developed by hyperscalers (TPUs, Azure Maia,
and Cobalt) are used [10, 22]. While DSAs are easily justified for
DNNs, it is hard to make a similar case for specialized compute
for database management systems (DBMS). This is partly because
databases are more focused on data access than computation and
partly because the wide surface of databases and Amdahl’s law
limit the benefit of a DSA. Ideally, we need to find a solution
that reorganizes the standard components to provide a more
promising foundation for DBMSs without having to justify
the cost of developing and deploying specialized architec-
tures.

Today, the path to much faster general-purpose computing that
improves all applications requires investment via scaling out by
deployingmore computers and buildingmore data centers. Improv-
ing performance when scaling out is not trivial; it requires so-
phisticated distributed systems that optimize resource man-
agement, data movement, coordination, and failure recovery.

Figure 2 & 3 demonstrates that DRAM chip capacity and cost
are not improving as quickly as they did in the past. As a result,
an increasing fraction of the cost of future computers will
be DRAM. Already a few years ago, Azure reports 50% of the
server cost is memory [2], 40% for Meta [20], Google faces similar
pressure[7].

New memory technologies like HBM have been proposed but
it is unlikely that their byte/dollar can replace DRAM. Therefore,
new memory technologies are unlikely to benefit general-
purpose architectures.

At the same time, in the cloud, the fixed allocation of DRAM per
CPU leads to under-utilization of the expensive memory resource.
At Microsoft, an average of 25% of DRAM capacity is stranded [18].
AsDRAMbecomes relativelymore expensive, strandingDRAM
due to its static binding to microprocessors becomes even
less attractive. In conclusion, all trends indicate that memory, not
compute, is now the most precious resource, and hence, building
memory-centric algorithms and systems is a logical next step.

2.1 The New Memory Wall
Until now, the term Memory Wall has been used to express the
widening gap between processor speed and main memory access
times [28]. This gap is particularly important for DBMS as analytical
workloads are traditionally memory latency-bound. To bridge the
gap, proposed algorithms carefully optimize the implicit "vertical"
data movement from memory to the processor through the cache
hierarchy. Databases use cache-conscious algorithms and data struc-
tures to mitigate the effects of this performance gap [4, 6, 23, 24].
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Figure 3: DRAM capacity per chip over time [8].

The combined effects of hardware and economic trends are push-
ing towards a new, multi-dimensional memory wall of band-
width, capacity, and cost. The current conditions require increas-
ing the number of servers in data centers to increase the aggregate
memory bandwidth, which, coupled with the processor-centric de-
sign (Figure 4), memory capacity, and cost trends, will make scaling
of database systems cost prohibitive.

3 A MEMORY-CENTRIC ARCHITECTURE FOR
DATABASES

In this paper, we advocate to shift from a processor-centric to a
memory-centric computer design (Figure 4). This naturally fol-
lows the technological trends and makes memory the centerpiece,
thereby enabling memory disaggregation that can effectively mini-
mize the cost of a cloud system.

3.1 Memory Pooling
As shown in Figure 4, in a memory-centric architecture, processors
are dissociated from memory and data. This is in contrast to the
traditional processor-centric computer design, where memory is a
fixed resource attached to a processor core4. In the memory-centric
design, compute nodes will have a modest amount of local DRAM.
Most of the DRAM will be placed in a shared memory pool, thereby
keeping the individual server and overall system cost in check.
Data in the pool is not directly linked to any processor (of an exe-
cution node) and can be accessed by any compute node connected
to the network fabric. Here, we want to highlight that the compute
nodes that share the memory pool are not just high-end proces-
sors (left side of the memory pool) but also more power-efficient
ARM/RISC-V cores (bottom side of the memory pool), or various
types of accelerators (see right side of the pool). Such a memory
pool-based architecture is particularly beneficial in cloud infrastruc-
tures. Not only does it help with reducing memory stranding, but
it also helps with modern complex workload pipelines that move
significant amounts of memory across the network between the
various compute devices.

4For example, cloud vendors sell virtual CPUs with a fixed slice of associated
memory; this is a direct result of existing hardware and software system design
(https://aws.amazon.com/ec2/instance-types/).

One can reason about the memory pool as extending the mem-
ory/storage hierarchy with a layer that offers larger memory ca-
pacity than the local main memory, albeit at lower performance.
Applications can use the memory pool in a few ways: (a) to extend
the capacity of local DRAM memory (lowering the cost of local
memory) and (b) to disaggregate memory for a distributed system
(allowing the system overall to utilize memory more efficiently),
and (c) to enable a more efficient data exchange.

3.1.1 MemoryPool Implementation. Themove from a processor-
centric model to a memory-centric model represents a logical shift
that can be realized by reorganizing commodity computer compo-
nents. In this section, we discuss the implementations of memory-
centric design and the impact of emerging technologies.

Google’s BigQuery [21] is an example of a database system that
has a memory-centric system design for shuffles. BigQuery uses
a separate shuffle service that is built on top of a disaggregated
distributed memory pool to facilitate communication between com-
pute nodes. Compute nodes that produce data to be shuffled write to
the distributed memory service, and the consumer compute nodes
read from the distributed memory. This design led to fast, large
shuffles and reduced overall system memory requirements (and
thus cost). Furthermore, it enables dynamic handling of intermedi-
ate results, re-optimization, and query check-pointing. The success
of this design led to adopting it for other systems within Google5.

Another instance of a memory-centric system design is RDMA-
enabled memory disaggregation (remote memory). A notable in-
dustry example is Microsoft, which uses RDMA to temporarily
“borrow” memory from remote nodes to avoid spilling data to disk
in situations where not enough local memory is available [17].
However, there is no standard and easy-to-use way for cross-node
memory sharing as envisioned by our paper.

Moving forward, new technologies like the Compute Express
Link (CXL) promise an even more efficient and capable implemen-
tation of memory pooling. CXL is a new industry standard that con-
nects up to 8 sockets and even various accelerators that can share
a pooled DRAM memory [15]. With its larger logical aggregated
memory capacity, CXL can significantly reduce the implementation
effort when operating data stored in the memory pool and enable
finer granular memory access. CXL is supported by current genera-
tions of computer architectures, including x86, ARM, and RISC-V.
Refer to CXL papers [16, 18, 19, 25–27] for technology-specific
trade-offs.

While CXL is close to general availability, other promising tech-
nologies like photonics [9] can enable even faster memory pooling
and potentially facilitate deployment on a wider scale.

3.1.2 Cost of memory in the memory pool. Disaggregated and
pooled memory reduces the cost of memory by reducing the overall
provisioned memory. It can also improve the cost-effectiveness by
recycling older generations of hardware that would have normally
been retired. For example, memory modules of older technologies
currently become obsolete when cloud providers upgrade their
systems to the latest generation servers (e.g., move from DDR4 to
DDR5). However, memories have a relatively large lifespan (i.e., 25
years) [8], and can thus technically continue to be used, although

5https://cloud.google.com/products/dataflow
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Figure 4: Left: Conventional Processor-Centric Computer. The CPU is at the heart of the design, surrounded by main memory
(DRAM) and connected over I/O busses to storage and networking. The basic organization has dominated data centers and
remained unchanged for decades. Right: A memory-centric architecture where memory is shared via a pool. Execution nodes
contain a CPU, a TPU, or some other accelerator. Storage servers are provisioned with SSDs and low-cost processors. The
memory pool can be made up from one or more physical servers, depending on the performance needed.

at the cost of a performance penalty. The drop in performance
from a previous generation memory will not be noticeable in a
memory pool when accessed over CXL. Thus, memory pools can
help us better navigate the performance/cost trade-off by choosing
the fraction and generation of memory to use in the pool and the
compute nodes.

3.2 Databases and Memory Pooling
A fast memory pool is a natural fit for distributed query processing.
It can be used as an extension of local memory and as a disag-
gregated memory for data movement between different execution
stages [21] and data sharing.

Extending the memory/storage hierarchy with a memory pool
layer will be challenging for many applications that do not explicitly
manage data movement and placement [16]. Luckily, this is not the
case with databases. Databases already manage the data movement
between layers of the memory/storage hierarchy and use optimized
out-of-core algorithms. This puts them in an advantageous position
when it comes to realizing a memory-centric design.

Besides the cost-benefits that memory pooling brings, the extra
layer in the memory/storage hierarchy can help mitigate the per-
formance penalty of long-standing distributed query processing
challenges and offer manifold system improvements. Two such
challenges are: miss-estimation of intermediate results size [13, 14]
and data skew. When either occurs, the working set data size can
exceed the local memory capacity and degrade performance in an
unpredictable way. Both are hard to predict, and when they occur,
database systems either spill to secondary storage, over-provision
memory to avoid spilling, abort execution, or use adaptive meth-
ods to redistribute the excess data. A memory pool benefits all
approaches by extending the local memory to handle excess data,
allowing easier implementation of adaptive algorithms, and en-
abling easier sharing of large intermediate results.

3.3 Cost of Data Movement
Traditionally, data movement is a significant cost in distributed
query processing. A memory-centric design could directly or indi-
rectly reduce data movement costs.

Section 3.1.1, discusses an efficient memory centric shuffling
operation. Moving data from remote storage to an execution node
or between execution nodes incurs the cost of moving data over the
network but also the cost of data (de)compression), (de)serialization,
(de)allocating buffers, copying, and (sometimes) format transforma-
tion [11]. Spilling to the memory pool instead of the storage layer
reduces the overall cost, which is contributed to by the factors men-
tioned above. Emergent technologies such as CXL greatly simplify
the implementation of this data movement reduction as they allow
the data processing systems to spill at lower granularity instead
of at storage format granularity. It is also helpful that most of the
complexity of CXL is in the hardware, enabling the CXL pool to be
seen as a (or multiple) remote DRAM socket(s).

3.3.1 Data Sharing. Databases are the first step in most data-
intensive tasks (e.g., recommendation systems, retrieval augmented
generation, ML inference, sensor data monitoring), where the data-
base output is the input to one (or more) “consumer” systems (e.g.,
Tensorflow inference). End-to-end task execution is organized in a
data pipeline, where each part of the pipeline uses the hardware
(e.g., GPU and CPU, CPU and TPU, etc.) and software platforms
suited to the operation it executes.

A memory-centric design can enable a shift where CPUs and
accelerators, which are increasingly becoming part of such data
pipelines, are “equidistant” from the data, enabling simpler com-
munication and minimizing the performance cliffs observed when
CPUs and accelerators operate with vastly different memory bud-
gets.
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4 EXAMPLE USE-CASE: DISTRIBUTED JOIN
In this section, we use an analytical model to compare the perfor-
mance and cost of a memory-centric architecture to a processor-
centric architecture for databases.

We use a distributed equi-join as our example use case. We join
two relations, R (20 GB) and S (100 GB). R and S are stored on disk
using a distributed storage service. The first step for the processor-
centric and the memory-centric setups is to fetch the relations
from the distributed storage service. This step is identical for both
setups, so we omit it from our calculations. Next, the two tables are
partitioned and shuffled to the execution nodes.We build hashtables
on the R partitions and probe it for all tuples of S. Below, we list
the performance assumptions we use in our analytical modeling:
Network: Each compute server is connected via 200 Gbit RDMA.
With a 200 Gbit RDMA link, we can transfer data at 25 GB/s.
Local DRAM Bandwidth: The effective memory bandwidth for
an execution node is 100GB/s.
Partitioning: For simplicity, we assume that partitioning is a
memory-bound task that happens at 100GB/s in the compute servers.
In a real deployment, each task would use a slice of memory band-
width relative to the number of cores it uses. To keep this example
simple, we assume we can use all of the available memory band-
width to perform the join.
CXL memory pool: In our memory-centric setup, we add a mem-
ory pool implemented by one server connected via CXL to the
compute nodes.
Join Build and Probe: We assume we can build and probe a
hashtable at 8GB/s [5] when using local memory. We assume we
can build and probe a hashtable at 5GB/s when CXL memory is
used (the CXL performance was adjusted based on the relative
performance between DDR and CXL [25]).

4.1 Join using the Processor-Centric setup
4.1.1 Join Algorithm and Latency. In this setup, we assume 10
computing servers. To perform the join, we first partition and shuf-
fle table R (the build side). Each node partitions an equally sized
chunk of R, 20𝐺𝐵

10 = 2𝐺𝐵 which takes part𝑅 = 2𝐺𝐵
100𝐺𝐵/𝑠 = 0.02 𝑠

to partition. For shuffling, we pessimistically assume that only
0.2 GB out of the 2 GB stays in the same compute node. There-
fore, shuffling takes shuf𝑅 = 1.8𝐺𝐵

25𝐺𝐵/𝑠 = 0.072 𝑠 . We assume that
data distribution is skewed, and server 1 will end up with a 5𝐺𝐵
partition of table R, server 2 with 2𝐺𝐵 partition, and the rest
with 1.625 𝐺𝐵 sizes partitions. Partitioning and shuffling R takes
0.02𝑠𝑒𝑐 + 0.072𝑠𝑒𝑐 = 0.092𝑠𝑒𝑐 . To build a hashtable on table R, we
spend build𝑅 = 5𝐺𝐵

8𝐺𝐵/𝑠 = 0.625 𝑠 (the largest partition defines the
time this stage takes).

For S we follow similar steps, with the difference that partition-
ing, shuffling S and probing the R hashtable with S can be done
in a streaming fashion. We assume that the slowest stage of this
pipeline defines the speed; in this case, this is probing, which takes
probe𝑆 = 10𝐺𝐵

8𝐺𝐵/𝑠 = 1.25 𝑠 .
In total, this joins takes 0.092 + 0.625 + 1.25 = 1.967𝑠𝑒𝑐 .

4.1.2 Memory Requirements. In this setup, to perform the join
without using secondary storage each node has 5.5𝐺𝐵 of memory
allocated. The 5.5𝐺𝐵 are used to hold the largest build partition
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Execution 
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Execution 
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Figure 5: Processor-Centric Experiment Setup (left), Memory-
Centric Experiment Setup (right)

(5𝐺𝐵) and an additional 0.5𝐺𝐵 buffer to partition and shuffle S in a
streaming way.

4.2 Join using the Memory-Centric setup
In this setup, we assume 10 compute servers, each with 3 GB of
local memory allocated to this join. We also assume a memory pool
server connected to the execution nodes via CXL.

4.2.1 Join Algorithm and Latency. The time required to partition
and shuffle R is the same as in the processor-centric design: 0.092𝑠𝑒𝑐 .
The difference in processing the join in the memory-centric setup
comes from the fact that the partition of R assigned to server 1
does not fit in its local memory (5𝐺𝐵 > 3𝐺𝐵). Therefore server
1 will borrow 2.5𝐺𝐵 of CXL memory from the pool and use it
alongside 2.5𝐺𝐵 of local memory to store the R hashtable. Therefore
build𝑅 = 2.5𝐺𝐵

8𝐺𝐵/𝑠 + 2.5𝐺𝐵
5 = 0.3125 + 0.5 = 0.8125 𝑠 . Similarly, the

probe on server 1 takes probe𝑆 = 5𝐺𝐵
8𝐺𝐵/𝑠 + 5𝐺𝐵

5𝐺𝐵/𝑠 ) = 1.625 𝑠 (We
assume that half of the probes will touch data stored in the local
memory and half the data stored in the CXL memory). In total, the
join takes 0.092 + 0.8125 + 1.625 = 2.5295𝑠𝑒𝑐 .

4.3 Memory Usage Reduction
This example shows that memory pooling can be used to reduce
the total amount of memory used to perform the same join from
55𝐺𝐵 (10 ∗ 5.5𝐺𝐵) to 32.5𝐺𝐵 (10 ∗ 3𝐺𝐵 Local Memory + 2.5𝐺𝐵 CXL
Memory).

The processor-centric setup uses 1.7× more memory to achieve
a 20% faster execution time compared to the memory-centric setup.
The latest published literature describes memory as being 50% of
the server cost [2]. Currently, a cloud-optimized Saphire Rapids
CPU (without accelerators) costs around 4,000 USD, and loading a
server with 4TB DDR5 (the maximum amount this CPU supports)
costs around 40,000 USD. This represents a 10× price difference and
a great opportunity for memory-centric computing. Depending on
the configuration of a server (memory amount and CPU SKU), the
cost difference could be anywhere from 2× to 10×6.

We expect a much larger gain in real deployments, as memory
in servers today is over-provisioned to handle spikes in usage.
This means that during normal operation, memory usage is kept
below 100% (for example, at 80% or even lower). This limit can be
more aggressive with an efficient memory pool. In addition to cost
benefits, the memory-centric setup is able to handle data skew in
a natural way. The performance modeling of the memory-centric

6Retail prices were used for the comparison.
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setup in our example is pessimistic, and detailed experiments are
required to understand its performance potential.

4.4 Discussion
The example presented in this section is simple but effective at illus-
trating the cost benefits of a memory-centric approach. As the mem-
ory of local nodes is varied, we expect to see a trade-off between
performance and memory cost, and here lies an opportunity for
databases to control this trade-off to hit different cost-performance
balances depending on the needs of each query.

Technologies like CXL can make the implementation and use of
a memory pool much more efficient. From the programmer’s point
of view, local and remote memories appear similar, and cache coher-
ence and error handling are handled by the hardware. Regarding
data movement, it is likely that CXL will offer more opportunities
to optimize the necessary processing costs (memory allocations,
copying, format transformation, etc). Although we think CXL is
a promising technology, we still need to understand the cost of
additional networking it requires [16] and quantify the complexity
it will bring to the deployment of resources and management.

Another area that needs careful study is the cost to performance
tradeoff of the memory pool implementation. In Figure 4, the mem-
ory pool can be made up of one or more servers, depending on the
performance and costs needs. More servers will increase the cost
of the pool but will also increase the memory aggregate memory
bandwidth the pool can support.

5 CONCLUSION
This paper is the result of discussions during Dagstuhl Seminar
24162: Hardware Support for Cloud Database Systems in the Post-
Moore’s Law Era 7. We present and discuss the vision of memory-
centric computing specifically for databases.

Memory-centric computing aims to introduce a new system de-
sign philosophy that treats memory as the most critical resource.
It aims to address the effect of this new Memory Wall. There are
multiple ways to make systems memory-centric. In this paper we
discuss memory pooling as a means of memory disaggregation and
memory sharing. New technologies like CXL and optical networks
can enable efficient implementations of a memory-centric system.
Nevertheless, we argue that the move from a processor-centric
model to a memory-centric model represents a logical shift that
can be realized by reorganizing existing commodity computer com-
ponents. We plan to continue the exploration of the opportunities
and implications of a memory-centric design for databases.
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